Exploiting gated graph neural network for detecting and explaining self-admitted technical debts
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ABSTRACT

Self-admitted technical debt (SATD) refers to a specific type of technical debt that is introduced intentionally in the software development and maintenance processes. SATD enables practitioners to take some temporary solutions instead of making comprehensive decisions, which will lead to the high complexity of the software. However, most existing studies relied on manual methods for detecting SATDs. A recent study proposed a method HATD that used a hybrid attention-based method to automatically detect SATDs and it achieved the state-of-the-art performance. However, HATD mainly focused on the locality of the comment instances and lacked of the relationship between long-distance and discontinuous comment instances. To address such an issue, in this work, we propose a novel approach named GGSATD. Specifically, GGSATD first builds the graph for comment instances and then employs the gated graph neural network to iteratively update node representation. The global representation can be obtained by the soft attention mechanism and pooling operation. Experiments on 10 projects show that our GGSATD method obtains promising performance against five baseline methods in both within-project and cross-project scenarios. Extended experiments on seven real-world projects illustrate the effectiveness of our GGSATD method.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

Technical debt was proposed by Cunningham which was described as “not quite right code” (Cunningham, 1992). It is a metaphor that developers have to make compromises and decisions about shortcuts or workarounds to satisfy the needs of current software development goals. Due to some irresistible factors, such as fast delivery time and shortened budget, which make current goals too hard to reach, developers need to take sub-optimal measures to meet them (Lim et al., 2012). If developers constantly use sub-optimal solutions to reach current goals, the accumulation of such behaviors will generate technical debts during the development process. Technical debts exist in software projects commonly. For example, a developer chooses a technical framework to implement a function in a software module but it is obsoleted in the later version, meanwhile a test engineer just completes simple functional test in the module but the complexity test and stress test are forgotten. Those technical debts are intentionally or unintentionally introduced to software projects and there are no traceable materials to locate them in the future. As software versions and maintainers change, these unsolved technical debts will never be traced and remain in the software program forever. To alleviate this issue, Potdar and Shihab (Potdar and Shihab, 2014) first proposed the conception of self-admitted technical debts (SATDs), which is an intentionally introduced technical debts recorded by code comments.

Technical debts need to repay interest (Tom et al., 2013; Wehaibi et al., 2016; Zazworka et al., 2013), which is the increased costs of manpower and resources for software maintenance in later. Thus, both intentionally and unintentionally technical debts can produce negative impacts on software maintenance in the long run (Izurieta et al., 2017; Li et al., 2015a; Point and from Dagstuhl). The impact of technical debts is exponential, which means that developers need to spend more time relieving them.

The persistent impact of technical debts leads to a slowdown in development progress and a reduction in productivity (Amatzoglou et al., 2015; Bavota and Russo, 2016; Kruchten et al., 2012). However, it is ubiquitous and inevitable in the process of software development (Xuan et al., 2017; Foucault et al., 2018). Furthermore, both Wehaibi et al. (2016), Miyake et al. (2017)
mentioned that SATDs would have a long-term impact on the software quality. Therefore, how to automatically identify technical debts for software quality assurance and reduce software maintenance costs is a hot research topic in software engineering area (Li et al., 2015b; Marinescu, 2004; Zampetti et al., 2017). There are many types of technical debts and they are difficult to automatically identify and repair (Sierra et al., 2019). To solve these issues, previous studies concentrated on automatic identification of SATDs due to that the SATDs distinctly and widespreadly exist in the form of code comments, which is easier to be traced compared to other types of debts. Specifically, Potdar and Shihab (2014) summarized 62 identification patterns manually to identify SATDs in source code comments of Java projects. Mensah et al. (2016) proposed to use text mining based methods to identify SATDs. Yan et al. (2018) proposed a method to detect change-level SATDs using 25 software change features. Filsar et al. (Filsar and Podgorelec, 2019) trained a word embedding model to enhance the original feature set and used the enhanced feature set for SATD classification.

Nevertheless, the above-mentioned studies for detecting SATDs have two shortcomings (Liu et al., First, for pattern based methods, they rely on manual modes and cannot identify SATDs automatically. Second, for machine learning based methods, they focus on the locality of the comment instances and lack of the relationship between long-distance and discontinuous comment instances (Ma et al., 2021; Mittal et al., 2021). To solve these problems, we propose a deep learning based method, namely GGSATD that applies the gated graph neural network with the inductiveness, to detect SATDs from source code comments (Zhang et al., 2020). Instead of treating the code comment instance sequence as the model input directly, our method converts the comment instance into the graph with co-occurrence relationship. More specifically, first, we use the code comment instance to build the graph, then we learn the features through the gated graph neural network (GGNN) that makes the features of nodes in each graph can be learnt more effectively. After the feature learning finished, the node representation the model learns is sent into two multilevel perceptrons to obtain high-level feature representation followed by a softmax layer for SATD detection.

We conduct the experiment on a benchmark dataset that includes 10 software projects released by a previous work (Maldonado et al., 2017) with three performance indicators. Our experiment results show that, in within-project scenario, the mean values of Precision, Recall, and F1-score obtained by our method are 0.916, 0.884, and 0.895, respectively. Compared to the five baseline methods, the F1-score improves from 8.75% to 38.54%. In cross-project scenario, the mean values of Precision, Recall, and F1-score obtained by our method are 0.879, 0.849, and 0.862, respectively. Compared to the five baseline methods, the F1-score improves from 7.75% to 36.83%. To further verify the generation of the dataset and used maximum entropy to identify SATDs. Their experimental results on 10 open source projects showed that their method achieved a good accuracy even with a relatively small training set. Wattanakriengkrai et al. (2018) proposed a natural language processing technique to detect SATDs. They analyzed the production process of the dataset and used maximum entropy to identify SATDs. Their experimental results on 10 open source projects showed that their method achieved higher F1-score.

Maldonado et al. (2017) employed a natural language processing technique to detect SATDs. They analyzed the production process of the dataset and used maximum entropy to identify SATDs. Their experimental results on 10 open source projects showed that their method achieved a good accuracy even with a relatively small training set. Wattanakriengkrai et al. (2018) proposed a machine learning model to identify SATDs which combined N-gram inverse document frequency and auto-sklearn machine learning. They conducted experiments on 10 projects and the

Comprehensive experiments on 10 open-source software projects show that our GGSATD method performs better than five baseline methods with three performance indicators.

The remainder of the paper is organized as follows. Section 2 introduces the relevant background knowledge. Section 3 presents our method in detail. Section 4 introduces the experimental setup. Section 5 demonstrates the experimental results. Section 6 presents some discussions about our model. Section 7 analyzes the threats to validity. Section 8 concludes the paper and points out the future work.

2. Background and related work

2.1. The characteristics of SATDs

To reduce the cost of locating the defects when modifying the code later, developers usually use comments to indicate whether the code contains technical debts. However, code comments also have their characteristics so that SATDs are too hard to be found. SATDs have the following characteristics:

Length diversity: The code comments that contain SATDs can be represented as one word (such as “wtf”), two words (such as “not implemented” and “ugly workaround”), and three words (such as “unused in parent”) (Maldonado et al., 2017), which indicates that code comments have different lengths.

Project uniqueness: Generally, a project needs to be implemented by several developers and each developer has their own coding style. Different developers and various coding styles lead to the diversity of the code comments in the project. For example, the comment “wtf” in JEdit does not appear in other projects (Maldonado et al., 2017). Thus, code comments of each project are unique because of different developers.

Rich semantics: There is not just one way to describe things, and we can describe meaning of a sentence in many ways. Taking the sentence “this may be negative” as an example, this sentence can be replaced as “this may be not positive” (Maldonado et al., 2017), which also expresses the same meaning.

2.2. Identifying self-admitted technical debt

There are two popular ways to identify SATDs, i.e. pattern-based methods and machine learning based methods.

De Freitas Farias et al. (2015) proposed a contextualized vocabulary model for identifying SATDs. Their experimental results on two open source projects showed that the model may support the development team to detect SATD using code comment analysis. Maldonado and Shihab (2015) proposed an open-source dataset and classified SATDs into five types manually. Their experimental results on five open source projects showed that the design debt was the most common type of SATDs. Huang et al. (2018) proposed a text mining method to detect SATDs automatically. They utilized feature selection technique to select key features, and built a composite classifier that combined multiple classifiers from different projects. Their experiment results on eight open-source projects showed that their method achieved higher F1-score.

Maldonado et al. (2017) employed a natural language processing technique to detect SATDs. They analyzed the production process of the dataset and used maximum entropy to identify SATDs. Their experimental results on 10 open source projects showed that their method achieved a good accuracy even with a relatively small training set. Wattanakriengkrai et al. (2018) proposed a machine learning model to identify SATDs which combined N-gram inverse document frequency and auto-sklearn machine learning. They conducted experiments on 10 projects and the
results showed that their method obtained higher F1-score than the baseline methods to identify requirement and design debts. Ren et al. (2019) proposed a neural network based model to detect SATDs. They conducted experiments on 10 projects and the results showed a significant performance improvement of their method.

2.3. Graph neural network

In recent years, graph neural networks (GNN) (Scarselli et al., 2008) have been widely used in various fields, such as social networks (Fan et al., 2019; Islam et al., 2019), knowledge graphs (Koncel-Kedziorski et al., 2019; Park et al., 2019), recommendation systems (Yin et al., 2019; Wu et al., 2019b), and even life sciences (Wang et al., 2021; Yang et al., 2021). GNN has a powerful function in modeling the dependency relationship of graph structures.

Peng et al. (2018) proposed a graph-CNN based deep learning model to classify hierarchical text. Their experiment results on two datasets showed that their model significantly improved the performance. Yao et al. (2019) employed graph-based neural networks to classify text. They conducted experiments on five datasets and the results showed the effectiveness of their model. Wu et al. (2019a) explored the method that reduced excess complexity of graph convolutional networks. They conducted experiments on eight datasets and the results showed that their method did not negatively impact the accuracy in downstream applications. Huang et al. (2019) proposed a graph network model at the text level for text classification. Their experiment results on three datasets showed that their model outperforms existing models in text classification task. Pal et al. (2020) proposed a multi-label text classification model based on graph attention network. Their experiment results on five datasets showed that their model achieved better performance.

3. Method

3.1. Overview

Fig. 1 presents an overview of our proposed GGSATD method that consists of the following four steps. Firstly, we build the document graph by using the comment instance from the source code and generate the corresponding adjacent matrix. Noting that, the edges in this graph are non-weighted in our work. Secondly, the gated graph neural network (Li et al., 2015c) is applied to update iteratively the node representation with the adjacent matrix generated by the previous step to learn more representative features for each node. After the graph information update finished, in the third step, the representation layout is used to process high-level features. Finally, the feature vectors are input into the softmax layer for identifying whether this comment instance is a SATD. Below, we present the detail of each step.

3.2. Build document graph

A graph consists of a set of nodes and relationship-edges. For a given graph $G(V, E)$ in which $V = \{v_1, v_2, \ldots, v_V\}$ denotes the node set and $E = \{e_1, e_2, \ldots, e_E\}$ denotes the edge set, $|V|$ and $|E|$ denote the number of nodes and edges, respectively. If the edge between two nodes in the graph is undirected, the graph is deemed to an undirected graph. Fig. 2 shows an example of an undirected graph. Assume that nodes $v_1$ and $v_2$ have an edge, they are called mutually adjacent to each other. We use the adjacency matrix to store the edge relationship between the nodes. Fig. 2 shows the node set of the undirected graph and the adjacency matrix of this graph.

We construct the node set of the graph in three steps. First, we preprocess the original data, such as delete redundant spaces and meaningless symbols. Second, we convert the preprocessed data into word vectors through the pre-trained model Global vectors for word representation (Glove) (Pennington et al., 2014), which can better represent the semantics and grammars. Third, for the out of vocabulary (OOV) words that do not appear in the pre-trained model Glove, we randomly sample values from $-0.01$ to $0.01$ as the word vector. We construct the edge set of the graph using the co-occurrence relationship between words in a sliding window.

Taking the comment instance “Fix me we should really assert a value here”, as an example, we convert this instance into the word vector and mark it as $h(h_1, h_2, h_3, \ldots, h_V)$, $h \in \mathbb{R}^{d \times 1}$, in which $d$ is the dimension of the word embedding. As shown in Fig. 3, the co-occurrence relationship in a sliding window (the dotted line) is converted as the edges in the document graph.

3.3. Graph-gated neural network

Gate mechanism can control the capacity of information needed to be retained or discarded, and the capacity of new state information needed to be stored in the memory unit. In order to
effectively propagate and update information in the graph, the gate mechanism is introduced in our method.

Li et al. (2015c) incorporated the Gated Recurrent Unit (GRU) (Cho et al., 2014) into GNN, which unrolled the loop in a fixed number of steps $T$ and used back propagation over time to calculate the gradient. GGN is a classical spatial domain message passing model (Gilmer et al., 2020) that includes three operations: message passing operation, update operation, and read operation. Inspired by this, we integrate gate mechanism to the update process of the graph representation, which takes the advantage of updating information by fixed steps and ensuring convergence without constraining parameters (Wu et al., 2020).

We start with the flow chart of the GRU as shown in Fig. 4. First, we use the adjacency matrix of the node to transmit information. We set the information to be passed as $I$, which is formulated as follows:

$$I^t = Xh^{t-1}W_i$$  \hspace{1cm} (1)$$

where $X$ represents an adjacency matrix, $h^{t-1}$ represents the feature vector of the node under step $t-1$, and $W_i$ presents the trainable parameter.

Second, we need to set up an update gate and $z^t$ is used as a substitute symbol. It can control how many historical states (i.e., $h^1$, $h^2$, ..., and $h^{t-1}$) and candidate states needed to be retained for the output state $h^t$ at the current step, which is formulated as follows:

$$z^t = \sigma(W_zI^t + U_zh^{t-1} + b_z)$$  \hspace{1cm} (2)$$

where $W_z$, $U_z$, and $b_z$ are trainable parameters, and $\sigma$ represents the sigmoid function.

Third, we need to set up a reset gate and we define it as $r^t$. The goal of reset gate is to determine whether the previous state information is needed and how much it is needed for the current candidate state, which is formulated as follows:

$$r^t = \sigma(W_rI^t + U_rh^{t-1} + b_r)$$  \hspace{1cm} (3)$$

where $W_r$, $U_r$, and $b_r$ are trainable parameters.

Fourth, we define the candidate state $\tilde{h}^t$ including the current node representation and previous information, which is formulated as follows:

$$\tilde{h}^t = \tanh(W_hI^t + U_h(r^t \odot h^{t-1}) + b_h)$$  \hspace{1cm} (4)$$

where $W_h$, $U_h$, and $b_h$ are trainable parameters. $\odot$ is element-wise multiplication.

Finally, we update the current state $h^t$ by forgetting the unnecessary information and reserving key information from candidate state $\tilde{h}^t$, which is formulated as follows:

$$h^t = \tilde{h}^t \odot z^t + h^{t-1} \odot (1 - z^t)$$  \hspace{1cm} (5)$$

We repeat the above operations until the nodes are fully updated.
4. Experimental setup

4.1. Research questions

To measure the performance of our method, we design and answer the following three research questions (RQs).

RQ1 : Does our proposed GGSATD method effectively detect SATDs in both within-project and cross-project scenarios?

As our proposed GGSATD method exploits gated graph neural network to effectively update the information derived from the document graph and learn the global representation at graph level, this question is designed to evaluate the effectiveness of our GGSATD for automatic SATD classification in within-project and cross-project scenarios.

RQ2 : Is our proposed GGSATD method superior to other existing methods?

Recently, researchers have proposed some methods for textual classification task and have shown promising performance (He and Zhu, 2019; Hu et al., 2020; Sachan et al., 2019). As the goal of our proposed GGSATD method help developers to identify the intentional technical debt in the comment instance, aiming at reducing the difficulty of later software maintenance and improving software quality, it can also be deemed as a text classification task. This question is designed to investigate whether our GGSATD method can achieve better performance than existing methods for automatically identifying SATDs.

RQ3 : How effective is our proposed GGSATD method for detecting SATDs in real-world projects?

As our proposed GGSATD can automatically identify SATDs in publicly available projects released by the previous work (Ren et al., 2019), this question is designed to explore whether our method is also effective in real-world projects, which is very important for engineering applications.

4.2. Dataset

In this work, we conduct experiments on a benchmark dataset collected by Maldonado et al. (2017), which consists of the following 10 open source projects:

- Apache Ant
- ArgoUML
- Columba
- EMF
- Hibernate
- JEdit
- JFreechart
- JMeter
- JRuby
- SQuirrel

The procedure for collecting this dataset is as follows. First, Maldonado et al. (2017) used an Eclipse plug-in (i.e., JDeodorant) to extract code comments from 10 open source projects. Second, they used five heuristic rules to filter the comments and classified them manually. Finally, they used the Cohen’s Kappa coefficient (Cohen, 1968) to demonstrate that the dataset had a high confidence. Table 1 shows the basic statistic information of the 10 projects, including the projects version, the number of contributors (#Contributors), the number of comments (#Comments), the number of filtered comments (#F-Comments), the number of comment instances that are labeled as SATD (#SATDs), and the proportion of SATDs (%SATDs).

![Fig. 5. The structure of representation layout layer.](https://figshare.com/articles/dataset/JSS-Graph/16869737)

### Table 1

<table>
<thead>
<tr>
<th>Project</th>
<th>Version</th>
<th>#Contributors</th>
<th>#Comments</th>
<th>#F-Comments</th>
<th>#SATDs</th>
<th>%SATDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>ApacheAnt</td>
<td>1.7.0</td>
<td>74</td>
<td>21,587</td>
<td>4,137</td>
<td>131</td>
<td>0.6%</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.34</td>
<td>87</td>
<td>67,716</td>
<td>9,548</td>
<td>1,413</td>
<td>2.08%</td>
</tr>
<tr>
<td>Columba</td>
<td>1.4</td>
<td>9</td>
<td>33,895</td>
<td>6,478</td>
<td>204</td>
<td>0.6%</td>
</tr>
<tr>
<td>EMF</td>
<td>2.4.1</td>
<td>30</td>
<td>25,229</td>
<td>4,401</td>
<td>104</td>
<td>0.41%</td>
</tr>
<tr>
<td>Hibernate</td>
<td>3.3.2</td>
<td>226</td>
<td>11,630</td>
<td>2,968</td>
<td>472</td>
<td>4.05%</td>
</tr>
<tr>
<td>JEdit</td>
<td>4.2</td>
<td>57</td>
<td>16,991</td>
<td>10,322</td>
<td>256</td>
<td>1.5%</td>
</tr>
<tr>
<td>JFreechart</td>
<td>1.0.19</td>
<td>19</td>
<td>23,475</td>
<td>4,423</td>
<td>209</td>
<td>0.89%</td>
</tr>
<tr>
<td>JMeter</td>
<td>2.1</td>
<td>33</td>
<td>20,084</td>
<td>8,162</td>
<td>374</td>
<td>1.86%</td>
</tr>
<tr>
<td>JRuby</td>
<td>1.4.0</td>
<td>328</td>
<td>11,149</td>
<td>4,897</td>
<td>662</td>
<td>5.57%</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>3.0.3</td>
<td>46</td>
<td>27,474</td>
<td>7,230</td>
<td>285</td>
<td>1.04%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>-</td>
<td>-</td>
<td>25,923</td>
<td>6,257</td>
<td>411</td>
<td>1.86%</td>
</tr>
</tbody>
</table>
GGSATD model on each project in two scenarios. Noting that, the best results are marked in bold and the worst results are marked with underline. From this table, we can see that, in the within-project scenario, our model obtains the best Precision value of 0.951 in JMeter, the best Recall value of 0.955 in JMeter, and achieves an average improvement by 19.16% among five baselines methods. From Table 4, we can find that, our GGSATD method obtains the best average Precision value and achieves an average improvement by 24.57% among five baselines methods. From Table 5, we can observe that, our GGSATD method obtains the best F1-score value in nine projects and achieves average improvements by 8.75%, 19.81%, 21.44%, 26.95%, and 38.54% compared with five baseline methods, respectively.

5. Results

5.1. Answer to RQ1: the effectiveness of our proposed GGSATD method for SATD classification

Methods: To answer this question, we explore the performance of SATD classification in two scenarios, i.e. within-project and cross-project.

Within-project: we choose 10-fold cross-validation technique (Efron, 1983) to evaluate the effectiveness of GGSATD for detecting SATD. Firstly, we divide the comment instances into two parts, i.e., non-SATD and SATD instances. Secondly, we separately divide these two parts into ten subsets randomly with equal size. Thirdly, we combine a subset with SATD instances and a subset with non-SATD instances into a new subset every time, and we get 10 such subsets. Then, we select nine subsets as the candidate set and the remainder subset as the test set. We randomly select 10% comment instances as the validation set from the candidate set and the remainder as the training set. We report the average values in our work.

Cross-project: we integrate nine projects as the source project and the remaining one project as the target project to conduct the cross-project SATD classification task. Similarly, we randomly select 10% of the comment instances from the source project as the validation set. We repeat this process 10 times and report average values.

Results: Table 2 presents the classification results of our GGSATD model on each project in two scenarios. Noting that, the best results are marked in bold and the worst results are marked with underline. From this table, we can see that, in the within-project scenario, our model obtains the best Precision value of 0.951 in JMeter, the best Recall value of 0.955 and the best F1-score value of 0.945 in ArgoUML. Our GGSATD method obtains the average performance values with 0.916, 0.884, and 0.895 in terms of Precision, Recall, and F1-score, respectively. In the cross-project scenario, our model obtains the best Precision value of 0.938 in JRuby, the best Recall value of 0.946 in ArgoUML, and the best F1-score value of 0.939 in Columbia. Our method acquires the average performance values with 0.879, 0.849, and 0.862 in terms of Precision, Recall, and F1-score, respectively.

In Summary, our proposed GGSATD method achieves satisfactory performance for identifying SATDs in within-project and cross-project scenarios.

5.2. Answer to RQ2: the performance of our method compared to other existing methods

Methods: In order to answer this question, we set up five baseline methods for comparison, which are introduced as follows:

- HATD: this method (Wang et al., 2020) used a two-layer Bi-LSTM network and single-head attention to compose a SAE model, and used positional encoding and multi-head attention mechanism to compose a MAE model. Then the representation of SAE and MAE is concatenated to detect SATDs. HATD is the current state-of-the-art method.
- CNN: this method (Ren et al., 2019) used convolutional neural network to identify SATDs. The CNN model extracted feature vectors from input comment instances through volume base layer and 1-max pooling operation, and classified the comment instances according to the feature vectors.
- GCN: this method (Yao et al., 2019) built a graph based on all the data in which each node is corresponding to the word and text in the document and each edge is defined as the co-occurrence relationship between nodes. The graph was trained through two fully-connected layers, and the output is classified through the softmax function.
- TLGNN: this method (Huang et al., 2019) was used CNN to classification task on text level. The model constructed a graph for each input text with global parameter sharing, instead of constructing a single graph for the entire corpus.
- LSTM: this method (Silva, 1997) was a special recurrent neural network that could retain long-term memory, which solved the problems of gradient vanishing and gradient explosion in long sequence training.

Results: Tables 3–5 show the Precision, Recall and F1-score values in within-project scenario, respectively. From Table 3, we can see that, our GGSATD method obtains the best Precision value in seven projects and gets average improvements by 18.19%, 22.13%, 26.87%, 23.45%, and 32.18% compared with HATD, CNN, GCN, TLGNN, and LSTM, respectively. Our method obtains the best average Precision value and achieves an average improvement by 24.57% among five baseline methods. From Table 4, we can find that, our GGSATD method obtains the best Recall value in seven projects and achieves average improvements by 4.12%, 12.04%, 15.56%, 28.49%, and 35.58% compared with five baseline methods, respectively. Our method obtains the best average Recall value and achieves an average improvement by 19.16% among five baseline methods. From Table 5, we can observe that, our GGSATD method obtains the best F1-score value in nine projects and achieves average improvements by 8.75%, 19.81%, 21.44%, 26.95%, and 38.54% compared with five baseline methods, respectively.

### Table 2

The classification results of our model with three indicators in two scenarios.

<table>
<thead>
<tr>
<th>Project</th>
<th>Within</th>
<th>Cross</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Apache Ant</td>
<td>0.826</td>
<td>0.774</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.937</td>
<td>0.953</td>
</tr>
<tr>
<td>Columbia</td>
<td>0.944</td>
<td>0.914</td>
</tr>
<tr>
<td>EMF</td>
<td>0.929</td>
<td>0.844</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.923</td>
<td>0.891</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.854</td>
<td>0.797</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.948</td>
<td>0.921</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.951</td>
<td>0.919</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.934</td>
<td>0.938</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.912</td>
<td>0.903</td>
</tr>
</tbody>
</table>

Average: 0.916 | 0.884 | 0.895 | 0.879 | 0.849 | 0.862

- FN: the number of the comment instances that are SATDs but are predicted as non-SATDs.

Precision represents the reliability of the prediction, which is formulated as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{10}
\]

Recall represents whether the model has the ability to predict all data, which is formulated as follows:

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{11}
\]

F1-score is a harmonic mean of Precision and Recall, which is formulated as follows:

\[
F1 - score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{12}
\]

The above-mentioned three evaluation indicators are widely-used in software engineering tasks (Valdivia García and Shihab, 2014; Xia et al., 2015; Xu et al., 2020; Zhao et al., 2021b,c,a; Xu et al., 2019).

In Summary, our proposed GGSATD method achieves satisfactory performance for identifying SATDs in within-project and cross-project scenarios.
Our method obtains the best average F1-score value and achieves an average improvement by 23.10% among five baseline methods. Tables 6–8 show the Precision, Recall and F1-score values in cross-project scenario, respectively. From Table 6, we can observe that, our method obtains the best Precision value in nine projects and achieves average improvements by 22.25%, 11.55%, 21.24%, and 9.33% compared with HATD, CNN, GCN, TLGNN, and LSTM, respectively. Our method obtains the best average Precision value and achieves an average improvement by 20.30% among five baseline methods. From Table 7, we can find that, our GGSATD method obtains the best Recall value in five projects and achieves average improvements by 1.31%, 11.42%, 12.15%, and 5.20% compared with five baseline methods, respectively. Our method obtains the best average Recall value and achieves an average improvement by 11.55% among five baseline methods.

We apply a state-of-the-art method, namely Scott–Knott Effect Size Difference (short for SKESD) test (Tantimathamvorn et al., 2016), to analyze the significant differences between our GGSATD method and the five baseline methods. The SKESD test corrects the dataset of non-normal distribution and merges two groups with negligible effect size into one group. A method gets the lower ranking in SKESD test means that it obtains better performance. Figs. 6 and 7 visualize the SKESD statistical test results for our method and the five baseline methods in terms of three indicators in within-project scenario and cross-project scenario, respectively. In these two figures, the point represents the mean value and the line represents the interval of the standard deviation. These figures illustrate that our method always ranks the first and has significant differences compared with the five baseline methods in terms of all indicators in both scenarios.

It is worth mentioning that, the previous work (Ren et al., 2019) has confirmed that the CNN model obtained better classification performance than traditional text mining based and pattern based methods. From the above analysis, we can find that our method performs better than the CNN model. Thus, we can consider that our method can obtain better classification performance than traditional text mining based and pattern based methods for identifying SATDs.

Besides, we also perform efficiency analysis and record the execution time of our method and the state-of-the-art method.

### Table 3
Precision values of our method and the five baselines in within-project scenario.

<table>
<thead>
<tr>
<th>Project</th>
<th>GGSATD</th>
<th>HATD</th>
<th>CNN</th>
<th>GCN</th>
<th>TLGNN</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache Ant</td>
<td>0.826</td>
<td>0.705</td>
<td>0.323</td>
<td>0.550</td>
<td>0.517</td>
<td>0.484</td>
</tr>
<tr>
<td>ArgolML</td>
<td>0.937</td>
<td>0.622</td>
<td>0.538</td>
<td>0.822</td>
<td>0.865</td>
<td>0.927</td>
</tr>
<tr>
<td>Columbia</td>
<td>0.944</td>
<td>0.907</td>
<td>0.954</td>
<td>0.743</td>
<td>0.799</td>
<td>0.746</td>
</tr>
<tr>
<td>EMF</td>
<td>0.929</td>
<td>0.738</td>
<td>0.438</td>
<td>0.680</td>
<td>0.636</td>
<td>0.488</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.923</td>
<td>0.898</td>
<td>0.692</td>
<td>0.769</td>
<td>0.812</td>
<td>0.596</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.854</td>
<td>0.550</td>
<td>0.856</td>
<td>0.640</td>
<td>0.590</td>
<td>0.771</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.948</td>
<td>0.898</td>
<td>0.766</td>
<td>0.815</td>
<td>0.869</td>
<td>0.526</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.951</td>
<td>0.734</td>
<td>0.935</td>
<td>0.709</td>
<td>0.764</td>
<td>0.855</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.934</td>
<td>0.882</td>
<td>0.847</td>
<td>0.786</td>
<td>0.860</td>
<td>0.788</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.912</td>
<td>0.664</td>
<td>0.750</td>
<td>0.711</td>
<td>0.707</td>
<td>0.744</td>
</tr>
</tbody>
</table>

Average 0.916 0.775 0.750 0.722 0.742 0.693

### Table 4
Recall values of our method and the five baselines in within-project scenario.

<table>
<thead>
<tr>
<th>Project</th>
<th>GGSATD</th>
<th>HATD</th>
<th>CNN</th>
<th>GCN</th>
<th>TLGNN</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache Ant</td>
<td>0.754</td>
<td>0.611</td>
<td>0.719</td>
<td>0.583</td>
<td>0.513</td>
<td>0.500</td>
</tr>
<tr>
<td>ArgolML</td>
<td>0.955</td>
<td>0.918</td>
<td>0.943</td>
<td>0.825</td>
<td>0.876</td>
<td>0.951</td>
</tr>
<tr>
<td>Columbia</td>
<td>0.914</td>
<td>0.952</td>
<td>0.827</td>
<td>0.787</td>
<td>0.745</td>
<td>0.708</td>
</tr>
<tr>
<td>EMF</td>
<td>0.844</td>
<td>0.853</td>
<td>0.719</td>
<td>0.698</td>
<td>0.594</td>
<td>0.500</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.891</td>
<td>0.887</td>
<td>0.916</td>
<td>0.793</td>
<td>0.744</td>
<td>0.506</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.970</td>
<td>0.690</td>
<td>0.556</td>
<td>0.711</td>
<td>0.532</td>
<td>0.729</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.921</td>
<td>0.903</td>
<td>0.583</td>
<td>0.860</td>
<td>0.735</td>
<td>0.502</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.919</td>
<td>0.917</td>
<td>0.827</td>
<td>0.814</td>
<td>0.705</td>
<td>0.794</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.938</td>
<td>0.931</td>
<td>0.918</td>
<td>0.826</td>
<td>0.817</td>
<td>0.753</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.903</td>
<td>0.876</td>
<td>0.888</td>
<td>0.755</td>
<td>0.607</td>
<td>0.578</td>
</tr>
</tbody>
</table>

Average 0.884 0.849 0.789 0.765 0.688 0.652

### Table 5
F1-score values of our method and the five baselines in within-project scenario.

<table>
<thead>
<tr>
<th>Project</th>
<th>GGSATD</th>
<th>HATD</th>
<th>CNN</th>
<th>GCN</th>
<th>TLGNN</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache Ant</td>
<td>0.779</td>
<td>0.655</td>
<td>0.445</td>
<td>0.559</td>
<td>0.513</td>
<td>0.492</td>
</tr>
<tr>
<td>ArgolML</td>
<td>0.945</td>
<td>0.867</td>
<td>0.941</td>
<td>0.823</td>
<td>0.870</td>
<td>0.938</td>
</tr>
<tr>
<td>Columbia</td>
<td>0.927</td>
<td>0.927</td>
<td>0.877</td>
<td>0.757</td>
<td>0.763</td>
<td>0.704</td>
</tr>
<tr>
<td>EMF</td>
<td>0.905</td>
<td>0.891</td>
<td>0.887</td>
<td>0.779</td>
<td>0.770</td>
<td>0.471</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.877</td>
<td>0.776</td>
<td>0.532</td>
<td>0.683</td>
<td>0.610</td>
<td>0.494</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.820</td>
<td>0.556</td>
<td>0.591</td>
<td>0.664</td>
<td>0.552</td>
<td>0.743</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.923</td>
<td>0.900</td>
<td>0.636</td>
<td>0.827</td>
<td>0.779</td>
<td>0.491</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.933</td>
<td>0.892</td>
<td>0.872</td>
<td>0.748</td>
<td>0.726</td>
<td>0.671</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.930</td>
<td>0.931</td>
<td>0.881</td>
<td>0.803</td>
<td>0.834</td>
<td>0.733</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.907</td>
<td>0.836</td>
<td>0.813</td>
<td>0.730</td>
<td>0.636</td>
<td>0.582</td>
</tr>
</tbody>
</table>

Average 0.895 0.823 0.747 0.737 0.705 0.646
Fig. 6. SKESD test results for our method and five baseline methods with three indicators in within-project scenario.

Fig. 7. SKESD test results for our method and five baseline methods with three indicators in cross-project scenario.

Table 9
Statistics of 7 extension projects.

<table>
<thead>
<tr>
<th>Project</th>
<th>Release</th>
<th>#Comments</th>
<th>#SATDs</th>
<th>%SATDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kafka</td>
<td>2.7.0</td>
<td>23,084</td>
<td>141</td>
<td>0.61%</td>
</tr>
<tr>
<td>Logback</td>
<td>1.2.0</td>
<td>5,184</td>
<td>44</td>
<td>0.85%</td>
</tr>
<tr>
<td>Mybatis3</td>
<td>3.5.6</td>
<td>3,267</td>
<td>52</td>
<td>1.59%</td>
</tr>
<tr>
<td>React</td>
<td>17.0.1</td>
<td>23,657</td>
<td>826</td>
<td>3.49%</td>
</tr>
<tr>
<td>Spring</td>
<td>4.3.30</td>
<td>48,532</td>
<td>1,564</td>
<td>3.22%</td>
</tr>
<tr>
<td>Tomcat</td>
<td>7.0x</td>
<td>41,037</td>
<td>903</td>
<td>2.20%</td>
</tr>
<tr>
<td>Zookeeper</td>
<td>3.2.9</td>
<td>7,808</td>
<td>96</td>
<td>1.23%</td>
</tr>
<tr>
<td>Average</td>
<td>-</td>
<td>-</td>
<td>518</td>
<td>1.89%</td>
</tr>
</tbody>
</table>

HATD. We find that the average time of predicting one comment instance among all 10 projects by HATD is 1.45 s and 12.45 s in within- and cross-project scenarios respectively, whereas our GGSATD model just spends 0.08 s and 2.34 s respectively. This implies that our model is more efficient than the state-of-the-art method HATD.

In summary, our method is significantly superior to the five comparative baseline methods for classifying SATDs.

5.3. Answer to RQ3: the performance of our method in real-world projects

Methods: To answer this question, we collect seven real-world projects from GitHub as follows to evaluate the prediction performance of our GGSATD method. Kafka is an open-source distributed event streaming platform. Logback is a logging component that intends as a successor to log4j project. Mybatis is a persistence framework that supports for customized SQL, stored procedures, and advanced mappings. React is a javascript library for building user interfaces. Spring is an open-source application framework based on J2EE. Tomcat is a web application server. Zookeeper is a distributed application service. We select these seven projects because they are the most popular projects and have tens of thousands of individual and business users.

We extract the comment instances from the source code of the seven projects and separately treat each project as the test set to evaluate our model trained on the existing 10 projects. We randomly select 50 comment instances for each project and invite five programmers with at least three-year development experience. We ask them whether the comment instances are SATDs and use the following two strategies to determine the ground truth: The first one is the majority strategy that means if more than three people treat the comment instance as the SATD and this comment instance is deemed as the SATD, otherwise, non-SATD. The second is the all-agree strategy that means if all the people treat the comment instance as the SATD and this comment instance is deemed as the SATD, otherwise, non-SATD.

Results: Table 9 presents the basic statistical information and the prediction results of our model. From this table, we can see that, the average proportion of the comment instances that are predicted as SATD by our GGSATD method among the seven projects is 1.89%, which is closer to the average proportion (i.e., 1.86%) in the existing 10 projects provided by Maldonado et al. (2017) (see Table 1). This result indicates that our GGSATD method is effective when detecting the real-world SATDs.

To confirm the prediction results of our model, we randomly select 50 comment instances from each project (totally 350 comment instances), and use the majority strategy and all-agree strategy to identify SATDs manually. Table 10 presents the number of SATDs predicted by our method and two manual strategies. From this table, we can see that, the predicted result of our method is between the results of majority strategy and all-agree strategy, which means that our method is more rigorous than majority strategy. In addition, it also reduces the strong absoluteness of all-agree strategy.

Tables 11 and 12 represent the performance of our model and baseline methods for identifying SATDs with F1-score indicator in majority strategy and all-agree strategy, respectively. In terms of majority strategy, our method achieves the best average F1-score of 0.911 and obtains the average improvements by 57.02%, 8.37%, 26.13%, 20.84%, and 17.19% compared with HATD, CNN, GCN, TLGNN, and LSTM, respectively. In terms of all-agree strategy, our method obtains the best the average F1-score of 0.921 and achieves average improvements by 66.01%, 13.60%, 29.10%, 26.24%, and 28.79% compared with the five baseline methods, respectively.

In summary, our proposed GGSATD method obtains better performance than the five baseline methods in real-world projects.
6. Discussion

In this section, we first discuss to what extent the different parameter settings impact our proposed GGSATD method. We mainly focus on the different learning rates and dimensions of the word embedding. In this part of the experiments, we only modify the parameters that need to be discussed while ensuring that other parameters remain unchanged, and observe the impact of those parameters on our method. Then we discuss how some specific patterns proposed in Yu et al. (2020) impact our method. Finally, we conduct an error analysis of our experiment results.

6.1. The impact of different parameter settings

The impact of different learning rates. We empirically choose four different learning rates from [0.001, 0.002, 0.005, 0.01] and conduct experiments with each setting in within-project and cross-project scenarios, respectively. Table 13 presents the results on each learning rate (i.e., LR) in terms of three indicators. From this table, we can see that, our model with learning rate 0.001 obtains better performance with three indicators in both scenarios except for the Precision indicator in the cross-project scenario. Thus, lower learning rate will possibly be more suitable for our method. The reason why we do not choose the learning rate that is less than 0.001 is that the model with very small learning rate may result in the slower decline of the model loss, which is time-consuming.

The impact of different word embedding dimensions. We empirically choose three word embedding dimensions from [100, 200, 300] and conduct experiments with each setting in within-project and cross-project scenarios, respectively. Table 13 presents the results on each word embedding dimension (i.e., DIM) in terms of three indicators. From this table, we can see that, our model with different dimensions only has slight differences with three indicators in the two scenarios. However, our model with dimension 300 seems to be the best choice for detecting SATDs.

6.2. The impact of patterns

A previous study (Yu et al., 2020) suggested that comment instances containing some specific keywords (i.e., patterns), such as “fixme”, “todo”, “workaround”, and “hack”, are almost related to SATDs and these comment instances are always treated as SATDs (Yu et al., 2020). To explore how such patterns impact our model, we select JEdit as the example to conduct the experiment because it has worse performance in two scenarios. We extract the comment instances containing such patterns and treat them as SATDs. Then, we employ our GGSATD method on the remaining data to determine which comment instances are SATDs. After the experiment, we find that, in within-project scenario, when we discard the comment instances with these patterns, we can obtain the F1-score value of 0.781. However, the F1-score value can achieve 0.816 if these comment instances are treated SATDs directly when calculating the indicator. Meanwhile, the same trend can be found in the cross-project scenario, i.e., the F1-score value increases from 0.543 to 0.703. We try to explain such phenomenon as follows. Recall that the proportion of SATDs in JEdit is 1.5%, which is class imbalanced. When the comment instances with such patterns are removed, the data becomes more imbalanced. As a result, the performance is declined because our model does not consider the class imbalance issue and we will treat this issue as our future work. On the other hand, compared with the results in Table 2, we can find that, such patterns just bring slight impact on the performance of our GGSATD method, which implies that our method is insensitive to such patterns.

6.3. Error analysis

In this section, we conduct the error analysis of our method. We select four comment instances from Apache Ant as examples as shown in Fig. 8. From this figure, we can see that, Examples
1 and 2 are truly SATDs but our method predicts them as non-SATDs because the semantic description of these two comment instances are unobvious. In Example 1, the phrase “hairy case” is a SATD-prone expression and appears only once in the whole dataset. The phrase “need to be escaped” in Example 2 does not clearly indicate whether the operation is completed and it brings confused meanings. Thus, our method cannot predict them better. Examples 3 and 4 are truly non-SATDs but our method predicts them as SATDs. The expressions “XXX”, “version” and “test” in Example 3, and “Prune away” and “ugly” in Example 4 are always used in the SATD-prone comment instances. Thus, our method predicts them as SATDs.

7. Threats to validity

Threats to internal validity are associated with the potential errors during our experimental implementation. To relieve these threats, we carefully modify the source code of GGNN provided by the original authors to cater to our task. In addition, all the comparative baseline methods are reproduced based on the Python and TensorFlow libraries, and the first two authors both check the implement details for reducing potential errors. Threats to external validity are associated with the generalization of our proposed GGSATD method. In this work, we conduct experiments on a publicly available dataset released by the recent study (Mal-donado et al., 2017) which includes 10 open source projects with a total of 62,566 comments. Since all these projects are developed in Java programming language, we ought to collect comment data from projects developed with other languages to generalize our experiment results. Threats to construct validity are associated with the reasonability of the used performance indicators. In this work, we use three widely-used performance indicators, i.e., Precision, Recall, and F1-score, to evaluate the performance of our proposed GGSATD method.

8. Conclusion

In this paper, we propose a novel method, called GGSATD, to automatically identify the self-admitted technical debts. More specifically, GGSATD first constructs the graph for each comment instance and the Glove technique is used to initial the word embedding vectors. Then, the gated graph neural network is utilized to iteratively update node representation. Finally, the representation layer incorporating multi-layer perceptrons and pooling mechanisms are employed to obtain the graph level representation. The experiments on 10 open-source projects demonstrate that our proposed GGSATD method obtains promising performance compared with five baseline methods in both within-project and cross-project scenarios. In addition, the experimental results on seven real-world projects show the effectiveness of our GGSATD method.

In the future, we plan to collect more data to enrich our experiments and will take class imbalance issue into account because the existing comment data are internally imbalanced.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Within Precision</th>
<th>Within Recall</th>
<th>Within F1-score</th>
<th>Cross Precision</th>
<th>Cross Recall</th>
<th>Cross F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.001</td>
<td>0.916</td>
<td>0.884</td>
<td>0.895</td>
<td>0.879</td>
<td>0.849</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>0.891</td>
<td>0.821</td>
<td>0.848</td>
<td>0.887</td>
<td>0.804</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>0.907</td>
<td>0.836</td>
<td>0.864</td>
<td>0.891</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>0.011</td>
<td>0.904</td>
<td>0.824</td>
<td>0.855</td>
<td>0.895</td>
<td>0.763</td>
</tr>
<tr>
<td>DIM</td>
<td>100</td>
<td>0.902</td>
<td>0.862</td>
<td>0.880</td>
<td>0.895</td>
<td>0.806</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.900</td>
<td>0.859</td>
<td>0.879</td>
<td>0.875</td>
<td>0.822</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.916</td>
<td>0.884</td>
<td>0.895</td>
<td>0.897</td>
<td>0.849</td>
</tr>
</tbody>
</table>
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