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ABSTRACT

Smart contracts play an increasingly important role in Ethereum

platform. It provides various functions implementing numerous

services, whose bytecode runs on Ethereum Virtual Machine. To

use services by invoking corresponding functions, the callers need

to know the function signatures. Moreover, such signatures pro-

vide crucial information for many downstream applications, e.g.,

identifying smart contracts, fuzzing, detecting vulnerabilities, etc.

However, it is challenging to infer function signatures from the

bytecode due to a lack of type information. Existing work solv-

ing this problem depended heavily on limited databases or hard-

coded heuristic patterns. However, these approaches are hard to be

adapted to semantic di�erences in distinct languages and various

compiler versions when developing smart contracts. In this paper,

we propose a novel framework DeepInfer that �rst leverages deep

learning techniques to automatically infer function signatures and

returns. The novelties of DeepInfer are: 1) DeepInfer lifts the byte-

code into the Intermediate Representation (IR) to preserve code

semantics; 2) DeepInfer extracts the type-related knowledge (e.g.,

critical data �ows, constant values, and control �ow graphs) from

the IR to recover function signatures and returns. We conduct ex-

periments on Solidity and Vyper smart contracts and the results

show that DeepInfer performs faster and more accurate than exist-

ing tools, while being immune to changes in di�erent languages

and various compiler versions.
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1 INTRODUCTION

Cryptocurrencies have shown a prevalent trend in both industry

and academia in recent years. With the emergence of Ethereum [45],

one of the largest decentralized platform, programmable cryptocur-

rency services enter a new era [11, 12, 29, 34, 62]. Smart contracts,

as the key component of Ethereum, enable developers and users

release cryptocurrencies, deploy applications, and utilize services

on the Ethereum blockchain without the intervention of the trusted

third parties [2, 33, 59, 70]. A smart contract is implemented by

high-level languages (e.g., Solidity [52] and Vyper [58]), then com-

piled into the bytecode executed on Ethereum Virtual Machine

(EVM), and �nally deployed on Ethereum. The functions of a smart

contract will be registered as the Application Binary Interface (ABI),

making others easily invoke and implement their functionalities

[9, 53].

Table 1: An overview of existing studies for recovering func-

tion signatures and returns in smart contracts.

Approach

Scalability Accuracy

Techniques
Languages Compilers Signature Return

EBD [43] - - FSD

Eveem [17] FSD+SA

Gigahorse [21] SA

SigRec [9] SA

DeepInfer DL

Full Partial No support

FSD: Ethereum function signature database, SA: static analysis, DL: deep learning

The ABI consists of function signatures and returns. When in-

voking a function, users need to know the signatures because it

de�nes the calling rules [53]. Function signatures comprise a func-

tion id and a list of parameter types in which function id is derived

from the �rst 4 bytes of the Keccak-256 hash result of a function

name and the corresponding list of parameter types in source code
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[53]. Moreover, the function returns specify the format of return

values of the function [53]. Identifying function signatures and re-

turns is a crucial step to analyze the behavior of a function in smart

contracts because one needs to �rst know how a function is called

and what is returned before the evaluation. For example, previous

studies adopted function signatures to recognize di�erent types of

smart contracts [5, 13, 16, 19, 24] and utilized function arguments

to generate more mutant test cases to facilitate the fuzzing tools for

detecting more vulnerabilities [9, 23, 27]. Moreover, checking re-

turns of a function can avoid vulnerabilities, such as the unchecked

call return value weakness [54].

Problem: function signatures and returns are black boxes

for users. This is because nearly 99% of the deployed contracts

are closed-source [18, 26]. The arguments of function signatures

and returns are represented as the 256-bit words without the type

information and debug information in the bytecode, which makes

it hard to be recovered [1]. As shown in Table 1, some studies

contribute to recovering function signatures in smart contracts. For

example, EVM Bytecode Decompiler (EBD) [43] searches function

signatures from their Ethereum Function Signature Database (FSD).

Eveem [17] and Gigahorse [21] rely on the hard-coded heuristics to

restore function signatures in which Eveem also incorporates the

knowledge from the FSD. Chen et al. [9] proposed a static analysis-

based tool SigRec that manually designed 31 heuristic patterns

according to the access rules for di�erent parameter types in the

EVM and employed the symbolic execution technique to recover

function signatures from the bytecode of a smart contract.

Unfortunately, these approaches still su�er from the following

limitations.

Limitation 1 (L1): The existing methods for the function sig-

nature recovery heavily depend on either an incomplete database

involving a fraction of functions in the wild [9] or restricted match-

ing patterns designed by human experts. The limited database is

hard to cover all the functions on Ethereum, where as the �xed

matching patterns will be invalid when the smart contracts are

developed by new programming languages with the evolution of

the Ethereum ecosystems.

Limitation 2 (L2): Despite the existing tool designing a set of

arguments access rules that has shown the ability to recovering

types of arguments, its accuracy is still less than satisfactory, espe-

cially when the access patterns encounter even a slight change due

to the compiler version upgrades.

Limitation 3 (L3): All the existing studies merely focus on

recovering function signatures but the inference of the returns of a

function is ignored. Since the aim of smart contracts is to execute

transactions on Ethereum platform, both the signatures and returns

of a contract function are indispensable components for analyzing

the functionality and checking whether some desired operations

are performed correctly [39, 42].

With deep learning techniques achieving promising results over

traditional pattern-based methods in many software engineering

tasks [49, 61, 68], one can leverage these data-driven techniques to

learn implicit knowledge to infer function signatures and returns.

However, it is challenging to design deep learning-based inference

models for this purpose.

Challenge 1 (C1): The inference model needs to automatically

learn how di�erent types of arguments are operated in the EVM

bytecode rather than ponderously depends on the function database

or manually extracts a limited set of access patterns focusing on

speci�c languages. This requires that the model actually grasps

the di�erences in di�erent types of arguments which are language-

independent.

Challenge 2 (C2): As the compiler version upgrades, the pat-

terns to access the arguments will be changed. This requires that

the model is scalable, i.e., it needs to be free from the characteristics

of various compiler versions.

Challenge 3 (C3): For function signature inference, we can force

the model to understand the access patterns of di�erent types of

arguments and then use such knowledge to predict the signatures

of other functions from a prepared type list. Unfortunately, it is

infeasible for inferring some complex types (e.g., array) because we

cannot determine how the number of nesting layers or dimensions

there should be and restrict it to a limited set of types in advance.

That is, it will su�er from an out-of-vocabulary (OOV) issue [22, 25].

This requires the model to decide which types need to be inferred

from a �nite set of types and which types need to dynamically

determine the nesting depth or dimensions during the inference.

Challenge 4 (C4): Recovering returns is more di�cult than

inferring signatures, because the return values are stored in the

memory and returned at the end of function execution [42, 52]. This

requires the model to be able to understand the semantic of the

whole function rather than a speci�c part. Despite there also exist

some studies for function signature inference in other scenarios

[3, 41, 47], none of them supports type inference from the bytecode

of smart contracts because they target the source code.

In this paper, we present DeepInfer, a novel deep learning-based

framework to automatically recover function signatures and returns

from the EVM bytecode without any human intervention. To make

the model deal with various languages, DeepInfer �rst lifts the

bytecode compiled from di�erent languages into the IR in which the

language-speci�c and compiler-speci�c operations are stripped (C1,

C2). Then, it conducts a de�nition/use analysis to extract critical

information (e.g., data �ows and constant values) that are highly

relevant for the inference of signatures from the IR (§ 3.3). To make

the model have the potential to recover various types of arguments,

we design a two-stage inference framework in which the basic

and complex types are handled individually (§ 2.2). Speci�cally,

DeepInfer recognizes the basic and complex types according to the

knowledge extracted and learned from the IR. For the basic types,

DeepInfer recovers the actual type by selecting the one who has the

maximum probability among the list of prede�ned types collected

from the o�cial documentations because of the limited number of

types (§ 3.4). Since the complex types cannot be restricted in a �nite

set due to the above-mentioned OOV issue, DeepInfer employs a

sequence generation model to dynamically generate the possible

structure of such types according to the knowledge learnt from

the critical information (§ 3.5) (C3). To recover returns, DeepInfer

constructs the control �ow graph (CFG) that captures the function

semantic by means of the structured graph representation from the

IR and employs the graph neural network to excavate the implicit

semantic knowledge, aiming at promoting the model to understand

the functionality (§ 3.6) (C4).

We conduct experiments on open-source smart contracts writ-

ten by Solidity and Vyper. We collect unique functions from these
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open-source smart contracts and use them to evaluate the accuracy

of DeepInfer. The experimental results show that, overall, DeepInfer

obtains the top-5 accuracy of 0.980 and 0.937 for signature inference

in both Solidity and Vyper smart contracts, respectively. Compared

with the baselines in Table 1, DeepInfer obtains an average accu-

racy improvement by 117.1% for recovering function signatures.

Moreover, DeepInfer achieves the top-5 accuracy of 0.968 and 0.924

for recovering function returns, respectively. Further experiments

show that DeepInfer performs more than 24 times faster than base-

line methods. Meanwhile, DeepInfer is not a�ected by di�erent

languages and various compiler versions.

In summary, this paper makes the following major contributions:

• We develop DeepInfer, a novel framework that extracts and learns

function access-related information from the lifted three-address

code to recover function signatures. Moreover, DeepInfer is able

to understand code semantics for recovering function returns.

• We conduct comprehensive experiments on real-world smart

contracts written by Solidity andVyper, and evaluate the accuracy

of DeepInfer. The results show that DeepInfer obtains an average

accuracy improvement by 117.1% compared to the existing tools

for recovering function signatures. DeepInfer also has the unique

potential to recover function returns and is immune to changes

in di�erent languages and various compiler versions.

• DeepInfer is the �rst work on recovering function signatures and

returns from EVM bytecode based on deep learning inference, to

the best of our knowledge. On the contrary to the state-of-the-art

work [9], our process is done in a fully automatic manner without

any human intervention.

2 BACKGROUND

2.1 Ethereum & Smart Contracts

Ethereum [45] is a second-generation blockchain-based platform

that provides more �exible distributed computing abilities by incor-

porating smart contracts [28]. There are two types of accounts in

Ethereum blockchain: External Owned Account (EOA) that can be

treated as a wallet keeping assets (e.g., Ether) and smart contract

which is created by either EOA or other smart contracts [14].

Smart contracts are executable programs that can run on the

Ethereum blockchain, which implement various functionalities

satisfying the requirements of end-users. It can be executed in

a completely decentralized manner and does not depend on any

trusted third parties [36]. Smart contracts are written by high-level

programming languages (e.g., Solidity and Vyper) and compiled

into the bytecode executing on the EVM.

2.2 Function Invocation in EVM

The EOA and COA accounts can call a smart contract function by

sending an invocation message that consists of the address of the

smart contract where the invoked function is located and a special

�led call datawhich carries information about the function invoked

and actual arguments [9]. The call data �eld appears as a sequence

of bytes whose �rst 4 bytes refer to the function id and the rest is

the arguments [53]. For example, to invoke the function shown in

Listing 1, the call data �eld starts from the corresponding function

id 0xea7cabdd followed by two speci�c types of arguments: _tokenId

(a one-dimensional dynamic array) and owner (an address).

There are two instructions read arguments from the call data

�eld to EVM, including CALLDATALOAD and CALLDATACOPY . CALLDAT-

ALOAD �rst loads the top element in the stack of EVM and uses it as

the o�set to locate data in the call data �eld. It then loads 32 bytes

data starting from the o�set from the call data [45]. Eventually, the

loaded data is put into the stack of EVM. Di�erent from CALLDAT-

ALOAD that reads a �xed-size data into the stack, CALLDATACOPY loads

a variable-size data from call data to the memory of EVM [45]. It

�rst loads three elements from the top stack, including the memory

location for storing the data, the location of call data for loading the

data, and the length of data to be loaded. There are many supported

types in Solidity and Vyper in their o�cial documentations [52, 58],

which can be treated as basic types and complex types according to

whether one type is enumerable. The basic types include address,

string, struct, bool, bytes, (u)int" (where" ∈ {8, 16, . . . , 256}), and

bytes# (where # ∈ {1, 2, . . . , 32}). The complex types contain vari-

ous arrays that are derived from the basic types except for struct,

but can have variable nesting depth and sizes, such as one/multi-

dimensional array with compile-time �xed or dynamic sizes and

the nested array [52, 58]. Readers can see more access di�erences

of these types in the literature [9, 53].

1 function checkAllOwner(uint256 [] _tokenId , address owner) public
view returns (bool) {

2 ......
3 for(uint i=0;i<_tokenId.length;i++){
4 if(owner != zombieToOwner[_tokenId[i]]){
5 return false;
6 }
7 }
8 return true;
9 }

Listing 1: A function sample with two arguments and one
return whose function id is 0xea7cabdd.

2.3 Motivating Example

Listing 1 illustrates an example of a function deployed in Ethereum.

The function consists of two arguments and one return value in

which the �rst parameter is the dynamic array and the second one is

the address. This function checks whether all tokens in the dynamic

array _tokenId belong to a particular owner and returns true if so,

false otherwise. There are di�erent EVM instructions to load these

two types of parameters. For the second parameter, the EVM �rst

uses a CALLDATALOAD instruction whose operand is the start point

of this parameter in the call data �eld. Then it loads a 32-byte data

and uses an AND instruction for masking to a �xed-length (i.e., 32

bytes) [9, 52]. The masked result is the actual parameter value that

can be used by following instructions. To recover the type of this

parameter, we can make the model learn the operation instructions

involved and constant values that are used for masking, and then

select the type with the maximum probability from a �xed type list

because the basic types are limited as mentioned above.

However, the type inference for the �rst parameter is di�cult be-

cause there is no dimension information of the array in the bytecode

and thus is unknown during the compilation. Assume the actual

parameters of _tokenId in the call data is [0xa, 0xb, 0xc] and the

arrangement of the data is displayed in Fig. 1. The �rst 4 bytes

refer to the function id and the o�set records the start point of

this array. Moreover, num is the size of the actual elements in this

array, followed by their individual real data values (i.e., 0xa, 0xb,

and 0xc). Hence, to access an array element (e.g., 0xb), the EVM
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4 bytes 32 bytes 32 bytes

id offset num 0xa 0xb 0xc

Figure 1: The data arrangement of a dynamic array uint256[].

uses two CALLDATALOAD instructions to load the items o�set and

num to identify the start point of this array, followed by another

CALLDATALOAD instruction to obtain the actual value 0xb according

to its address. To infer such types of arguments, DeepInfer designs

a generative deep learning model which has the potential to auto-

matically generate nested structures by learning critical data �ows

and involved constant values. This is because the forms of arrays

are various, such as one/multi-dimensional static/dynamic arrays

and nested arrays, whose nested depths and dimensions cannot be

limited into a �xed set.

On the other hand, recovering the type of the return value is

di�cult because they are stored in memory during EVM running.

Di�erent from the type recovery of signatures that holds explicit

operation instructions to load and access the function arguments,

return values are stored into or loaded from the memory. This

prevents the model from collecting obvious instruction operations.

To infer the return type, we make the model to understand the

functionality of the contract function and determine what is the

type of the return value.

3 FRAMEWORK

3.1 Overview

Fig. 2 demonstrates the overall framework of DeepInfer that takes as

input the EVM bytecode of smart contracts and �nally outputs the

signatures and returns of each function in it. Speci�cally, DeepInfer

�rst lifts the bytecode into IR in which the complex stack opera-

tions are stripped but the useful instruction operations are reserved

in the form of readily comprehensible three-address code. Then,

DeepInfer recognizes all functions from the generated IR according

to the function boundaries (§ 3.2). After that, DeepInfer extracts

function access-related information (such as data�ow features and

constant values) and constructs control �ow graphs (CFG). This

is because the function access-related information indicates how

each parameter is loaded and used in the EVM for recovering func-

tion signatures whereas the CFG is related to understanding the

functionality for recovering function returns (§ 3.3). Based on these

information, DeepInfer trains the deep learning models to recover

the basic types of arguments by building the classi�cation model

(§ 3.4), generates the complex types of arguments by training the

sequence generation model (§ 3.5), and infers the function returns

by understanding the whole functionality (§ 3.6).

3.2 Lifting & Function Recognition

For the input EVM bytecode of a smart contract, DeepInfer �rst uses

Gigahorse [21] to parse the bytecode into the register-based IR (i.e.,

the three-address code) that consists of a clause <opcode, operand1,

operand2, ..., operand= , result> (= > 0), in which the result is the

output of the instruction opcode with the operands (e.g., operand1).

If a variable appears in result, we consider it a variable de�nition

operation. Moreover, if a variable appears in operand, we consider

it is used. Note that each variable can be de�ned only once, i.e.,

it holds a unique value, but can be used multiple times [21]. We

use the IR rather than smart contract bytecode in the following

steps of DeepInfer because it simpli�es stack operations to clauses,

which makes it easy to analyze and extract the access patterns of

function arguments. More speci�cally, DeepInfer �rst recognizes

the JUMP instructions to �nd the boundaries of basic blocks and

then conducts the context-sensitive and �ow-sensitive analysis

to process the register-based IR at the contract level. Besides, it

speculates the entrance and exit of each basic block to recognize

the function boundaries and generates the register-based IR at

the function level. Each basic block is connected to one or more

precursor and successor basic blocks except for the entrance and

exit. The precursors refer to the ones that may be executed before

the execution of a basic block. The successors means the ones

that may be executed after the execution of a basic block. After

generating the register-based IR for a smart contract, DeepInfer uses

a regular expression to extract all the public functions by matching

the function declarations. Next, we introduce how does DeepInfer

extract critical features from such IR for model training.

3.3 Feature Extraction

After obtaining the three-address code of each function, DeepInfer

extracts function access-related features from it. The key insights

here lie in three aspects. First, in order to infer the types of argu-

ments, DeepInfer intensively learns how each parameter is loaded

and used by the instructions. This is a necessary step because dif-

ferent types of parameters are operated by distinct opcodes. For

example, two ISZERO instructions will be used when the loaded pa-

rameter is a bool whereas only the instruction BYTE can be used

to assess each byte data for a parameter with the type byte32 [9].

Thus, DeepInfer proactively learns such access patterns automati-

cally according to the instruction �ows. Second, some types (e.g.,

int) are with di�erent bit sizes which are represented as the mask

value de�ned by the constant values in bytecode. For example, the

type uint8 requires 31 bits of zeros to mask the left side of the data

whereas another type uint248 simply needs 1 bit. Thus, DeepIn-

fer is carefully designed to collect such constant values from the

de�nition of them (§ 3.2). Third, unlike the arguments that utilize

di�erent instructions to access distinct types of parameters, the

return values are stored in the memory and returned after the func-

tion is executed, which means that there are no speci�c instruction

operations. Thus, DeepInfer needs to understand the whole func-

tionality to infer the returns rather than learn the access patterns

from the instruction �ows.

3.3.1 Definition/Use Analysis. The aim of de�nition/use analysis is

to trace a set of relations between variables in which one variable is

used by others. As aforementioned (§ 2), a parameter is accessed by

using either CALLDATALOAD or CALLDATACOPY instruction [9], thus, we

do not need to analyze the de�nitions and uses of all variables. On

the contrary, we fully focus on analyzing the variables containing

the de�nitions or uses of each of the parameters in a function.

We can achieve such variable analysis by using the de�nition/use

analysis based on the parsed IR. Thanks to such IR that assigns

a unique variable name to represent the execution result of each
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......
Begin block 0x14e
......
0x14e: v14e(...) = CONST 
..... 
Begin block 0x152 
......
0x158: v158 = CALLDATALOAD v140 
0x159: v159(...) = CONST 
0x16e: v16e = AND v159, v158 
......

Bytecode

0x608080604052 
60043610156100 
1357600080fd5...
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Figure 2: The overall framework of DeepInfer.

instruction, DeepInfer can search which variable de�nitions contain

the two instructions and treat these variables as the start points,

aiming at collecting the parameter access-related paths. Since the

clauses in the IR will use the assigned variables as the operands,

DeepInfer can recursively look for the clauses whose operands

depend on the variable de�nitions of the two instructions. As a

result, DeepInfer can obtain a set of instruction sequences where

each sequence starts from either CALLDATALOAD or CALLDATACOPY

instruction and we call each instruction sequence the Critical Data

Flow (CDF) in the following.

3.3.2 Constant Tracing. The goal of constant tracing is to collect a

set of constant values that are relevant to types of function argu-

ments. The analysis of de�nitions and uses can generate a set of

CDF starting from CALLDATALOAD or CALLDATACOPY. However, only

using CDFs to build the signature inference model is inadequate

because some types not only use type-related access instructions

but depend on values to determine their sizes (e.g., uint8) or the

dimensions (e.g., address[2]). Such values are also de�ned in the IR

with the keyword CONST . One intuitive solution is to collect all the

de�nitions that contain CONST . However, not all the values de�ned

by CONST are related to the parameter access operations because

some conditional jumps (e.g., JUMPI) or operations that consume

constant values (e.g., CALLDATALOAD) can also involve such values.

To solve this issue, we start with each CDF and collect the variables

that appear in the operands. For each variable, we recursively back-

track to where it is de�ned until the initial clause whose opcode is

the keyword CONST is found. Thus, we collect the corresponding

operand in this clause as the constant value (CV). As a result, we

can obtain a set of CVs for each CDF. By traversing all the CDFs, we

can collect all the constant values associated with the arguments

access operations.

3.3.3 Control Flow Graph Construction. The above features can

be used to determine the access patterns and the corresponding

sizes or dimensions while recovering function signatures. However,

while recovering function returns, there is no related operation

manifestation in the IR because all the return values are stored in

the memory, i.e., there is a lack of explicit instructions for identify-

ing speci�c operations about types that contained in returns. This

requires �nding a representation that not only contains the implicit

characteristics of each function but can also be learned by the deep

learning model. As an alternative, CFG abstractly represents the

possible �ows of all basic blocks in a function using the structured

graph representation. It can re�ect how each statement is executed

during the program running [44, 71]. Besides, the structured pre-

sentation of a CFG also supports the use of the learnable model

to dig for implicit features (i.e., its functionality). These bene�ts
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encourage us to extract the CFG from the IR. Because the IR has

been clearly divided into the basic blocks (§ 3.2), we can use regular

expression matching to retrieve these basic blocks and treat each

basic block as the node of a CFG. Besides, we generate the edges of a

CFG by matching the precursors and successors of each basic block.

As a result, we can obtain the structured CFG for each function in

which nodes represent the basic blocks and edges refer to the jump

relationships.

3.4 Function Signature Inference

One aim of DeepInfer is to recover function signatures by learning

how di�erent types of arguments are operated in the bytecode.

There are many types of arguments used in the high-level languages

(e.g., Solidity and Vyper) in which some basic types (e.g., uint, int,

string, bool, etc) can be restricted into a �x-length set because they

are enumerable but other complex types (i.e., array) cannot because

they can hold unlimited dimensions and arbitrary sizes [53, 58].

Thus, we cannot simply treat the signature recovery as a traditional

classi�cation task. To solve this problem, we propose a two-stage

framework that determines di�erent types using distinct strategies.

Speci�cally, we �rst mark types that are not enumerable with a

general sign (i.e., Array) and all the types can be restricted into a

limited type list. Thus, DeepInfer trains a classi�cation model to

determine the type of a parameter by selecting the one with the

maximal prediction probability from this type list. Then, for the

types that are marked as Array, DeepInfer trains another generative

model to generate their actual types. In this subsection, we will

introduce how to construct the classi�cation model to learn the

parameter access patterns and leave the detail of constructing the

generative model in the next subsection (§ 3.5).

3.4.1 CDF Embedding. After extracting a set of CDFs and CVs from

the IR of a function,DeepInfer trains amodel to learn access patterns

of di�erent types of arguments. For the collected CDFs, we retain

the opcodes for model training because opcodes preserve the real

operations during the code execution. Since the obtained opcodes

are not numeric and cannot be used as the input of type recovery

model, DeepInfer �rst trains a Word2Vec model based on these

opcodes to produce the initial embedding vectors. Speci�cally, it

treats the opcodes extracted from a CDF as a sentence and employs

the Continuous Bag of Word (CBOW) technique [40] that predicts

a word (i.e., opcode) using its contextual words to generate an

embedding mapping matrixW.

Since there are multiple CDFs in each function and all of them

together form the access patterns of arguments, inspired by pre-

vious work [66], DeepInfer designs the Hierarchical Flow Learn-

ing Mechanism (HFLM) to learn the access patterns among the

opcodes in these CDFs. Speci�cally, assume the set of opcode se-

quences extracted from the CDFs is Θ = {\1, \2, . . . , \<} where

\8 = {\81, \82, . . . , \8=} is the 8-th sequence.< and = represent the

number of CDFs and the length of the CDF, respectively. For each

opcode, DeepInfer �rst initializes it with the embedding matrix, i.e.,

48 9 =W\8 9 . Then, for each \8 , it uses the bi-directional LSTM [73]

to incorporate the contextual operations from two directions and

produce the hidden embedding vectors:

ℎ8 9 = [
→

!()" (48 9 ) |
←

!()" (48 9 )] (1)

where ℎ8 9 is the hidden embedding vector of the 9-th opcode in \8
and [·|·] refers to the concatenate operation.

Local Encoder. After obtaining the vector of each opcode, DeepIn-

der next generates the embedding vector of a CDF. Since there

exist instructions that merely use the variable de�ned by previous

instructions as the target address and the type-related instructions

will occur after such instructions, simply summing or averaging

operation over the opcodes will introduce some irrelevant noise

information. To make the model pay more attention to type-related

operations, we employ the attention mechanism to calculate local

weights from these opcodes and aggregate them into the represen-

tation of the CDF:

48 =
∑

@

ℎ8 9 [4G?
(

5;
(

ℎ8 9
) )

/
∑

@

4G?
(

5;
(

ℎ8 9
) )

] (2)

where 48 is the embedding vector of 8-th CDF; 4G? () refers to the

exponential function; 5; represents the linear layer followed by the

ReLU activation function [20]. We call the above operations the

local encoder as shown in Fig. 2, because they focus on a single

CDF in a function.

Global Encoder. According to the above operations, we can obtain

the embedding vector for each CDF. Then, we introduce how to

generate the overall embedding vector at function level because our

aim is to recover the signatures for a function. There are multiple

CDFs can be extracted from a function and they are accessed in the

same order as the arguments that appear in the function declaration.

Thus, we treat the CDFs as a sequence and use their embedding

vectors (i.e., 48 ) as the model input. We also use the bi-directional

LSTM to update the embedding vectors of each CDF:

4̂8 = [
→

!()" (48 ) |
←

!()" (48 )] (3)

where 4̂8 is the hidden embedding vector of 8-th CDF generated by

the model.

Similarly, not all CDFs play the same importance in recovering

the type of one parameter because the EVM will use one or more

di�erent instructions to access distinct types of parameters. Hence,

DeepInfer uses the attention mechanism to calculate global weights

from the embedding vectors of all the CDFs and incorporate them

into an overall representation, forcing the model to concentrate

on the parts of interested CDFs while recovering di�erent types of

parameters:

�3 =

∑

?

4̂8 [4G?
(

56 (4̂8 )
)

/
∑

?

4G?
(

56 (4̂8 )
)

] (4)

where �3 refers to the overall representation vectors of CDFs; 56
represents the linear layer followed by the ReLU activation function.

By using the above equations (1) - (4), DeepInfer can output the

overall CDF embedding vector for each function. Next, we will

introduce how to deal with constant values.

3.4.2 CV Embedding. As for constant values, since there is no

order relations between them, DeepInfer builds a lookup table,2

in which each constant is initialized randomly and updated during

the model training. Assume a set of constant values collected in the

IR of each function is Φ = {q1, q2, . . . , q: } in which : is the number

of unique constant values. DeepInfer embeds each constant into its

initial embedding vector by inquiring about the lookup table, i.e., 2:
=,2 q: . We will explain how these constant values are aggregated
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into the CDF embedding vectors to enhance the model inference

ability when building the classi�cation model and the generative

model in the following.

3.4.3 ClassificationModel. Asmentioned above, we have restricted

all the types into a limited list. Thus, we can naturally regard the sig-

nature inference as a classical multi-classi�cation task. Speci�cally,

given the embedding vectors of CDFs �3 and CVs 21, 22, . . . , 2: , we

expect the model to learn not only the access operations from CDFs

but also the possible sizes from CVs. Thus, DeepInfer �rst uses a

linear function 52 to map each constant embedding 28 into the hid-

den vector 2̂8 and then employs the attention mechanism to learn

to pay more attention to the constant value that are relevant to a

speci�c type, i.e., constant attention:

�2 =

∑

:

[4G? (2̂8 )/
∑

:

4G? (2̂8 )]28 (5)

where �2 is the overall representation of the CVs in each function.

To learn the operation patterns and the constant information si-

multaneously, DeepInfer concatenates these two embedding vectors

to form the representation vector for each function:

�2;B = [�3 |�2 ] (6)

According to the representation �2;B , DeepInfer can infer the

most possible type for the arguments by selecting the one that has

the maximal prediction probability over the type list:

>DC?DC2;B = 0A6<0G (,1�2;B + 11) (7)

where >DC?DC2;B is the predicted type of a parameter;,1 and 11
represent the trainable weight matrix and bias, respectively.

Recall that we mark all the types of arrays as the general signal

Array. If DeepInfer predicts a parameter as the type Array, its actual

type still needs to be further determined. We will introduce the

details in the next subsection.

3.5 Function Signature Generation

Di�erent from enumerable types, types that are marked as Array

can include in�nite nested structure and arbitrary size, whichmakes

it impossible to maintain a limited type list holding all the possible

situations. To solve this problem, DeepInfer designs a sequence gen-

eration model to dynamically generate the possible array type by

learning the type-related information extracted from the IR. Specif-

ically, DeepInfer follows the architecture of sequence to sequence

learning which consists of an encoder and a decoder to achieve this

goal as shown in Fig. 2.

Encoder. Di�erent from the classical sequence learning encoder

that takes the tokenized sequence as inputs and makes each token

learn the contextual token information, DeepInfer directly treats the

embedding vector of CDFs (i.e., �3 ) and all the embedding vectors

of CVs (i.e., 2: ) as the input, but doesn’t require them to recognize

the context because there is no order relationships between the

inputs. DeepInfer utilizes such an input form because we expect

it can not only predict the basic types of an array (e.g., uint, bool,

address, etc) according to implicit knowledge from CDFs but also

determine the dimensions according to the CVs. Thus, DeepInfer

adopts the input embedding vectors X = {20, 21, 22, . . . , 2: } (20 =

�3 ) to guide the type generation in the decoding procedure.

Decoder. DeepInfer uses vanilla Recurrent Neural Network (RNN)

as the basic architecture of the decoder which reads an input to-

ken and combines it with embedding vectors from the encoder to

generate the target token. Assume the vocabulary of basic types is

V = {E1, . . . , EA } where A represents the vocabulary length, Deep-

Infer can predict the basic type of an array from this vocabulary

according to the input information. However, the nested depth or

dimension size of an array cannot be foreseen because such values

need to be determined dynamically according to the inputs. That

is, it su�ers from the out-of-vocabulary (OOV) issue [22, 25]. To

deal with this situation, DeepInfer introduces the copy mechanism

[22, 51] that can dynamically copy or generate the most possible

token as the decoder output.

Given the encoder output {20, 21, 22, . . . , 2: } and the current (i.e.

step C ) decoder input hidden status BC , DeepInfer employs the atten-

tion mechanism to calculate the current context vector:

�2CG =

:
∑

8=0

U828 (8)

U8 = BC,628/
∑

8

BC,628 (9)

where U8 is the weight score and,6 is the trainable weight matrix.

Then, DeepInfer predicts the probability of the output token at

current step by either selecting the most possible token from the

vocabularyV or copying the token from the input sequence X:

>DCC = ?664=4C + (1 − ?6)2>?~C (10)

where the >DCC is the �nal probability distribution at step C ; ?6 refers

to the probability a token needs to be generated; 64=4C and 2>?~C
means the probability distributions over the vocabularyV or the

input sequence X, respectively:

?6 = f
(

,2CG�2CG +,BBC +,?BC−1 + 16
)

(11)

64=4C = B> 5 C<0G (,+ [BC |�2CG ] + 1+ ) (12)

2>?~C =
∑

8:G8=~

0CCC8 (13)

where f is an activation function;,2CG ,,B ,,? , 16 ,,+ , and 1+
are the trainable parameters; ~ is a token and G8 ∈ X; 0CC

C
8 refers to

the attentive probability distribution over X at step C .

The decoder starts with the token <SOS> and outputs all possible

tokens step by step until a special token <EOS> appeared following

the process in previous work [22, 51]. To make the model better

learn the correct output token sequence, DeepInfer introduces the

teacher forcing technique [69] during the model training. This

technique employs the scheduled sampling [8] that makes the input

distribution between training and generation as similar as possible

to force the output tokens being subject to truly array types.

3.6 Function Return Recovery

As described above, arguments access has explicit instruction op-

erations in the EVM bytecode whereas the returns of a function

is stored into the memory. Thus, the model needs to understand

the functionality for inferring function returns. CFG re�ects how

each statement is executed during the program running [44][71]

and we expect the model to understand return-related knowledge

from the CFG. Graph Neural Network (GNN), due to its powerful
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structural learning ability, has been widely used in many code com-

prehension related tasks [4][67]. Because of the graph structure

representation of the CFG, it is natural that using the GNN model

to learn its implicit information. In this work, DeepInfer adopts the

Graph Attention Network (GAT) to learn the knowledge from the

CFG, because not all the execution paths are associated with the

return values and GAT can automatically give more focus on the

execution paths related to the function returns.

Concretely, assume the node set of a CFG is Ω = {l1, l2, . . . , l` }

where ` represents the number of basic blocks. We extract the

instruction sequence from each basic block and use their opcodes

to train another CBOW model for producing a new embedding

matrixW′ similar to § 3.4.1. We don’t use the previous mapping

matrixW because our aim here is to make the embedding of each

opcode capture its contextual operations at basic block level rather

than the signature-related CDFs. For each basic block, DeepInfer

usesW′ to initialize the opcodes included in it and averages them

to produce the node embedding vectors.

Next, DeepInfer employs the GAT to update the embedding vec-

tors of each node by incorporating its neighborhood nodes with

di�erent weights:

ℎ∗` =

∑

a∈N`

i`,Aℎ
∗
a (14)

where ℎ∗` is the updated embedding vector of the `-th node andN`

means the neighborhood nodes of the `-th node.,A is trainable

parameters. i` is the weight score across N` :

i` =

exp
(

LeakyReLU
(

, ′A [ℎ
∗
` |ℎ
∗
a ]
))

∑

a∈N`
exp

(

LeakyReLU
(

, ′A [ℎ
∗
` |ℎ
∗
a ]
)) (15)

where LeakyReLU [37] is the activation function and, ′A is a train-

able parameter.

After the node embedding vectors are updated by multi-layer

GAT, DeepInfer aggregates all the node embedding vectors to pro-

duce the representation vectors �� for a CFG using the similar

operation as Eq. (2) and Eq. (4). Finally, DeepInfer uses a softmax

layer to output the probability distribution.

4 EVALUATION

4.1 Experimental Setup

4.1.1 Dataset. To evaluate the accuracy of DeepInfer, we follow

the previous work [10] to instrument an Ethereum node to ob-

tain the runtime bytecode from deployed smart contracts. As a

result, we collect 47,598,631 bytecode for Solidity smart contracts

and 75,627 bytecode for Vyper smart contracts. We merely keep

the open-source smart contracts because the ground-truth can be

obtained from their source code. We remove the duplicated smart

contracts and use the Etherscan API [6] to collect their ground-

truth. According to the statistic, 99.9% functions with equal or less

than nine arguments and returns. Following the processing prin-

ciple in previous work [15], we focus on the functions with no

more than nine arguments or returns. As a result, we obtain 292,064

unique functions for Solidity contracts and 5,003 unique functions

for Vyper contracts, respectively. For each language, we randomly

select 80% of the collected data as the training set and the remainder

is treated as the test set.

4.1.2 Implementation. We implement DeepInfer in about 2,100

lines of code using Python 3. The IR is parsed from the bytecode

using the Gigahorse tool [21]. We employ multiprocessing package

with 64 processes to parallelize the data processing pipeline. Since

there are multiple arguments or returns for each function, we �rst

train a model to predict the number of arguments or returns and

separately train the models for arguments or returns on each posi-

tion. We iteratively train the models to relieve the data de�ciency

issue and enhance the knowledge learned by the model [63–65, 72].

For the model construction, we adopt Pytorch framework [48] to

implement our HFLM component in which two bi-directional LSTM

layers are used. We embed each input token into a 100-dimensional

embedding vector and the size of hidden layer is set as 200. To opti-

mize the model parameters, we select the Adam algorithm [30] as

the optimizer to update the gradient. During the generation process,

we adopt beam search technique [55] with a beam width of 10 to

produce the output sequence. To understand the functionality from

the CFG, we use two layers of the GAT to learn and update node

embedding vectors.

Table 2: Evaluation Results of DeepInfer

Compiler Metric

Signature Return

Number Type Number Type

Solidity

Top-1 0.983 0.835 0.871 0.749

Top-3 0.995 0.944 0.971 0.889

Top-5 0.998 0.966 0.988 0.943

Vyper

Top-1 0.721 0.634 0.800 0.535

Top-3 0.958 0.840 0.990 0.782

Top-5 0.994 0.897 0.998 0.841

4.2 RQ1: How is the accuracy of DeepInfer?

4.2.1 Motivation. The aim of DeepInfer is to recover the function

signatures and returns by learning the access patterns or under-

standing the functionality from EVM bytecode, respectively. This

question is designed to explore to what extentDeepInfer can recover

the function signatures or returns.

4.2.2 Approach. To answer this question, we train di�erent models

to deal with distinct tasks. For function signature inference, Deep-

Infer trains a model to predict the number of arguments and then

other models are trained to determine the type at each position

over a limited type list (§ 3.4). For the types that are marked as

Array, since the in�nite nesting depth and arbitrary size of them,

DeepInfer trains generative models to recover the actual type (§ 3.5).

For function return inference, DeepInfer trains classi�cation mod-

els that can understand the functionality to predict the number

and types of returns (§ 3.6). We evaluate the accuracy of DeepInfer

with all the collected functions in open-source Solidity and Vyper

contracts, respectively. We report the average top-: accuracy of

DeepInfer, which is the ratio of correct inference occurred in the

most probable : (: ∈ {1, 3, 5}) candidates to the total number of

unique ground truths.

4.2.3 Results. Table 2 illustrates the accuracy of DeepInfer for re-

covering the number and types of signatures and returns, respec-

tively. When considering the top-1 suggestion, DeepInfer achieves
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the accuracy of 0.983, 0.835, 0.871, and 0.749 for the number and

type inference of arguments and returns in Solidity, respectively. It

obtains the top-1 accuracy of 0.721, 0.634, 0.800, and 0.535 in Vyper

smart contracts, respectively. When taking the top-5 suggestion

into account, the accuracy goes up to 0.998, 0.966, 0.988 and 0.943 for

Solidity, and 0.994, 0.897, 0.998 and 0.841 for Vyper, respectively. It

shows the average accuracy improvements in recovering signatures

and returns by 13.3% and 38.6% in Solidity and Vyper, respectively.

We manually investigate the incorrect inference and summarize

the causes of failures as follows.

1 function register(bytes _domain , address _address) external {
2 ......
3 addresses[_domain] = _address;
4 }

Listing 2: An inaccurate recovery in case 1

Case 1: DeepInfer will confuse the types bytes and string when

there is no operation on the parameter itself in smart contracts. As

shown in Listing 2, despite DeepInfer correctly predict the second

parameter as the type address but it inaccurately predicts the �rst

parameter as string instead of bytes. This is because both bytes and

string are loaded by the same instruction CALLDATACOPY . They di�er

only in that the former can be accessed by the BYTE instruction

but the latter cannot. However, in this case, the �rst parameter is

used as the index without any manipulation for itself, i.e., the BYTE

instruction is absent in the corresponding IR.

1 function getContractVersionCount(bytes32 _name) external ... {
2 ......
3 return addressStorageHistory[_name ]. length;
4 }

Listing 3: An inaccurate recovery in case 2

Case 2: DeepInfer will confuse the types bytes32 and uint256.

When loading the byte sequence, it will be masked by zeros on

the low-order side. Instead loading the unsigned integer will result

in the masking by zeros on the high-order side. However, when

loading the types bytes32 or uint256, they have already reached the

maximum length (i.e., 32 bytes) so no masking operation is needed,

i.e., they have the same loading instructions. The di�erences be-

tween them are that the former can be accessed by BYTE instruction,

whereas the latter can be used for arithmetic operations. As a result,

as shown in Listing 3, DeepInfer incorrectly predict the bytes32 as

the uint256, because there are no byte access or arithmetic opera-

tions and this parameter is only used as the index.

1 function verify(address [2] tokens , uint256 [8] args) external{
2 address depositToken = tokens [0];
3 address issueToken = tokens [1];
4 uint256 totalIssueAmount = args [0];
5 uint256 interestRate = args [1];
6 uint256 maturity = args [2];
7 uint256 issueFee = args [3];
8 uint256 minIssueRatio = args [4];
9 ......
10 }

Listing 4: An inaccurate recovery in case 3

Case 3: There are some missing constant values due to the

compilation optimization of smart contracts, which misleads the

prediction of DeepInfer. As shown in Listing 4, the arguments of the

function are one-dimensional static array whose sizes needed to

be inferred by incorporating the information from constant values.

However, since the optimization operation is activated during the

compilation, the constant values related to the size are missing. As

a result, DeepInfer inaccurately infers the size of the array.

1 function getRiskAndValue(bytes32 _result) public returns (uint80
, uint128) {

2 bytes memory riskb = sliceFromBytes32(_result , 0, 16);
3 bytes memory valueb = sliceFromBytes32(_result , 16, 32);
4 return (uint80(toUint128(riskb)), toUint128(valueb));
5 }

Listing 5: An inaccurate recovery in case 4

Case 4: DeepInfer fails to infer some rare types. As shown in

Listing 5, very few functions adopt the type uint80 as the return

type. This causes the model can simply learn extremely limited

knowledge about this type during the model training process. As a

result, DeepInfer outputs an incorrect inference.

Answer to RQ1: The top-5 accuracy of DeepInfer is 0.974

for Solidity and 0.933 for Vyper.

4.3 RQ2: How does DeepInfer perform
compared with existing tools?

4.3.1 Motivation. Since there are some existing tools that decom-

pile bytecode into human-readable pseudocode or directly recover

function signatures from the bytecode, this question is designed

to explore whether DeepInfer performs better than existing tech-

niques.

4.3.2 Approach. We compared DeepInfer with three state-of-the-

art decompilers (including EBD [43], Eveem [17], and Gigahorse

[21]) and one symbolic execution-based static analysis technique

SigRec [9] in terms of signature recovery. All the four baseline

approaches support the bytecode of smart contracts as input. If one

method can correctly infer the types of signatures or returns at

a position, we treat this as a successful prediction. We report the

average accuracy of these baselines in Solidity and Vyper smart

contracts, respectively.

4.3.3 Results. Table 3 presents the average results for DeepInfer

and baseline methods. From this table, we can �nd that the average

top-1 accuracy of DeepInfer achieves average improvements by

85.9% and 148.3% compared with the baselines while recovering

function signatures in Solidity and Vyper, respectively. Despite

DeepInfer obtaining nearly the same top-1 accuracy as SigRec when

predicting the types of arguments in Solidity, it achieves an im-

provement by 8.4% when considering the top-5 suggested types.

Besides, the top-1 accuracy of DeepInfer achieves an improvement

by 13.8% compared with SigRec when dealing with Vyper Smart

contracts. This is because SigRec depends on the static heuristic

rules designed by human experts, which limits its ability to expand

to cover newly developed and compiled contracts involving new

access patterns. Instead, DeepInfer can automatically learn the ac-

cess patterns of arguments from the bytecode without any human

intervention. We can see from this table that none of the baselines

support recovering function returns. Instead, DeepInfer achieves

the top-5 accuracy of 0.968 and 0.924 while recovering function

returns in Solidity and Vyper, respectively.
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Table 3: Average Results for DeepInfer and Baselines

Compiler Approach EBD Eveem Gigahorse SigRec

DeepInfer

Top-1 Top-3 Top-5

Solidity
Signature 0.459 0.521 0.327 0.904 0.900 0.967 0.980

Return - - - - 0.818 0.936 0.968

Vyper
Signature 0.208 0.271 0.216 0.589 0.670 0.888 0.937

Return - - - - 0.674 0.891 0.924

Answer to RQ2: The top-1 accuracy of DeepInfer for recov-

ering function signatures achieves average improvements

by 85.9% and 148.3% across the baselines in Solidity and

Vyper, respectively. In addition, only DeepInfer can recover

function returns with the top-5 accuracy by 0.968 for Solid-

ity and 0.924 for Vyper.

4.4 RQ3: How e�cient is DeepInfer?

4.4.1 Motivation. As the static analysis techniques for function sig-

nature recovery (e.g., SigRec) are time-expensive due to the program

simulation execution and path exploration [7], DeepInfer depends

on well-trained deep learning models to directly predict function

signatures. This question is designed to evaluate how e�cient is

DeepInfer while recovering function signatures and returns.

4.4.2 Approach. To explore what is the performance overhead of

DeepInfer, we execute and compare it with other baselines. We

exclude the approach EBD because it depends on a limited FSD and

searches the function signatures from this database if exists, which

just consumes a negligible amount of time. For DeepInfer, since

the training process can be done o�ine, we compare its predictive

time cost. We report the average time consumption for recovering

signatures and returns of each function in seconds.

Table 4: Average Time Consumption

Approach DeepInfer( SigRec Gigahorse Eveem Speedup DeepInfer'

Time(s) 0.08 0.40 0.57 5.09 24.25x 0.003

DeepInfer( and DeepInfer' refer to the inference for signatures and returns, respectively.

4.4.3 Results. Table 4 elaborates the average time consumption of

DeepInfer and other three baselines for recovering function signa-

tures. DeepInfer only spends 0.08 seconds for recovering signatures

of each function, which is on average over 24 times faster than

other baselines. Besides, DeepInfer spends 0.003 seconds for recov-

ering function returns on average. This is because di�erent from

the static analysis-based techniques that run on central processing

units, DeepInfer adopts deep learning as the infrastructure which

naturally supports the operation acceleration of the graphics pro-

cessing units. In addition, DeepInfer can be fully trained o�ine and

then used to predict online.

Answer to RQ3: DeepInfer is over 24 times faster than the

baselines on average.

4.5 RQ4: How does the compiler version a�ect
DeepInfer?

4.5.1 Motivation. The compiler versions are frequently upgraded

which will introduce the new characteristics and operations to

avoid potential vulnerabilities [56]. This question is designed to

explore how the changes of compiler versions impact DeepInfer.

4.5.2 Approach. To evaluate the impact of various compiler ver-

sions on DeepInfer, we category all the open-source Solidity smart

contracts according to their main versions. We train the models

on the lower versions and test whether DeepInfer still works on

the high version that is not visible during the model training. For

example, we train the models on the smart contracts with the ver-

sions 0.4.x to 0.7.x and assess its accuracy on the high version 0.8.x.

We select the smart contracts whose version is large than 0.4.x be-

cause the counterpart is too little to support the model training (less

than 1%). We report the average accuracy of DeepInfer on di�erent

compiler versions.
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Figure 3: Evaluation results of DeepInfer under various com-

piler versions.

4.5.3 Results. Fig. 3 presents the average accuracy of DeepInfer un-

der di�erent compiler versions. We can �nd that DeepInfer achieves

nearly the same performance for recovering function signatures

and returns across various compiler versions, respectively. Despite

the state-of-the-art tool SigRec has the ability to recover the func-

tion signatures as shown in § 4.3, it will be completely disabled

when the compiler version is larger than 0.8.0. This is because the

design of SigRec relies on the access patterns of compiler versions.

Instead, DeepInfer is built upon the IR which strips the compiler-

related operations. Such design makes DeepInfer insensitive to the

changes of compiler versions. It also demonstrates that DeepInfer

actually learns the implicit knowledge that is relevant to function

signatures and returns.

Answer to RQ4: DeepInfer is immune to the changes in

compiler versions.

5 DISCUSSION

In this section, we will discuss the limitations of DeepInfer and

potential threats to validity encountered.

First, DeepInfer cannot recover the function signatures if the

IR is not correctly parsed during the phase of lifting. DeepInfer

adopts the state-of-the-art lifting tool Gigahorse [21] to convert

the bytecode into the register-based IR. If Gigahorse crashes, the IR

cannot be properly lifted, DeepInfer will not be able to extract the

valid access patterns, resulting in a failed recovery. Similar situation

will also occur while recovering returns. But we found that such

situation is rare (nearly 0.2%), which implies that DeepInfer will

hardly be a�ected. We will try to extend such tool to support valid
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lifting operation, especially for the Vyper smart contracts in the

future.

Second, the accuracy of inferring some rare types is not as high

as that of inferring other types. This is because DeepInfer designs

a deep learning-based architecture which is inherently limited by

the training data itself due to the data-hungry characteristics of

deep learning techniques [31, 60]. One solution is to employ some

data-enhancement techniques that preserve the semantics of the

bytecode and we leave this as the immediate future work.

On the other hand, there are some possible threats to validity

during our experiments. The threats to internal validity lie in the

tuning of hyper-parameters in the models. To relieve this validity,

we �ne-tune the batch size from 16 to 128 and the learning rate

from 1e-5 to 1e-3 to make the model be fully trained. In addition,

we set the hidden size as 200 dimensions and adopt some default

settings (i.e., stacking two LSTM or GAT layers) for experiments.

Other parameter combinations may also improve the accuracy of

DeepInfer and we leave this exploration as the future work.

6 RELATED WORK

6.1 Signature Inference in Smart Contracts

Abi-guesser [50] was developed to infer the types of ABI-encoded

data. Chen et al. [9] was the �rst to develop a static analysis-based

tool called SigRec to recover function signatures in smart con-

tracts. Speci�cally, SigRec �rst disassembled the bytecode and then

proposed type-aware symbolic execution that explored how a pa-

rameter was manipulated in EVM instructions. It designed di�erent

patterns for di�erent types according to the speci�c type-related

operations in EVM and symbolically executed EVM instructions to

recover parameter types.

However, abi-guesser can only deal with very simple data for-

mats, which limits the ability in real-world smart contracts. In

addition, since the accessing rules used by SigRec heavily rely on

the expert knowledge, it is hard to be extended. Thus, we propose

the �rst deep learning based method that can automatically learn

the accessing rules or understand functionalities to recover func-

tion signatures and returns from the bytecode of smart contracts

without any manual e�orts.

6.2 Deep Learning for Signature Inference

Although very little work focused on function signature inference

in smart contract, this topic been explored much more in other

scenarios with the help of deep learning techniques. Chua et al.

[15] was the �rst to introduce deep learning into function type

recovery from C/C++ binaries. They regarded instructions as a

sequence and employed the RNN model to learn the semantics

to recover types. However, some important information related

to function signatures was stripped o� during the compilation

process. To deal with this limitation, Lin et al. [35] proposed ReSIL

that injected compiler-optimization-related domain information

into the instructions to assist the inference of function signatures.

Pei et al. [46] pretrained a model to learn the operational semantics

from asssembly instructions with generative state modeling and

then used the model to infer the types for C/C++ binaries. Lehmann

et al. [32] tried to recover types from WebAssembly binaries. They

de�ned grammars of high-level type languages and employed the

neural machine translation architecture to recover these high-level

types based on the DWARF debugging information.

In addition to the above studies recovering signatures from bi-

naries, there also exist work focused on signature recovery from

source code. Malik et al. [38] developed a LSTM-based model called

NL2Type that utilized the code comments, function names and pa-

rameter names from the source code to predict the function types

in JavaScript. Allamanis et al. [3] developed a graph neural network

based method equipped with a novel triplet loss function which can

learn the syntactic and semantic from source code to predict types

in Python functions. Mir et al. [41] �rst parsed Python source code

into ASTs and then extracted identifers, contextual information and

visible type hints. They incorporated code semantics learnt by using

a RNN model from code contexts with type hints and employed

kNN algorithm to infer types. Peng et al. [47] proposed HiTyper

that combined deep learning with static analysis for type prediction

in Python. They �rst constructed a type dependency graph (TDG)

from source code and then conducted forward static type inference

along the TDG according to type dependencies. For some variables

that would impact the types of many others, HiTyper trained a

similarity-based deep learning model to recommend possible types.

Di�erent from the above studies, we focus on recovering function

signatures and returns from the bytecode of smart contracts without

any human intervention. Since the smart contracts are designed

to perform especial actions on the blockchain (e.g., transactions),

the above-mentioned tools cannot capture some domain-speci�c

operations, such as CALLDATALOAD and CALLDATACOPY. Thus, it is

necessary to develop a new tool for the bytecode of smart contracts.

To the best of our knowledge, we are the �rst to design such an

automatic deep learning model for this purpose.

7 CONCLUSION

We present DeepInfer, a novel deep learning-based framework to

automatically recover function signatures and returns from the

bytecode of Solidity and Vyper smart contracts without any human

intervention. The experimental results demonstrate that DeepInfer

is more accurate and e�cient than existing tools under di�erent

languages and distinct compiler versions. In the future, we plan

to conduct a deep analysis on each component of the DeepInfer

framework, and explore other alternative model components (such

as Transformers) and parameter combinations to improve themodel

performance. In addition, we will extend our tool to support smart

contracts running on other blockchains.

8 DATA AVAILABILITY

Our experimental materials are available at [57] or https://github.

com/sepine/DeepInfer.
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